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Abstract. We propose and analyze a heterogeneous, multigroup, susceptible-infective-
susceptible (SIS) sexually transmitted disease (STD) model where the desirability and acceptability
in partnership formations are functions of the infected individuals. We derive explicit formulas for the
epidemic thresholds, prove the existence and uniqueness of the equilibrium states for the two-group
model and provide a complete analysis of their local and global stability. We then investigate the
effects of behavior changes on the transmission dynamics and analyze the sensitivity of the epidemic
to the magnitude of the behavior changes. We verify that if people modify their behavior to reduce
the probability of infection with individuals in highly infected groups, through either reduced con-
tacts, reduced partner formations, or using safe sex, the infection level may be decreased. However,
if people continue to have intragroup and intergroup partnerships, then changing the desirability and
acceptability formation cannot eradicate the epidemic once it exceeds the epidemic threshold.
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1. Introduction. STDs, such as AIDS, have spread into nearly all countries of
the world. For example, it has been estimated that in some regions of central Africa
up to 20% of the population is infected by human immunodeficiency virus (HIV) and
that in the Bronx in New York City 13% of men and 7% of women aged 25–40 years
are HIV positive [15]. To prevent further spread of these epidemics, it is important
to understand how these infectious diseases are transmitted.

The transmission dynamics are complex. Many biological and sociological factors
are involved. One of major determinants in the spread of STDs is the way that
individuals select their sexual partners.

Sexual behavior changes are documented in virtually every survey of homosexual
or bisexual men and injection drug users over the past decade [1, 10, 27, 28]. These
behavior changes occur as sexually active individuals became more cautious in their
sexual activities to avoid infection by an STD such as AIDS. Understanding the effect
of these behavior changes can help guide education programs on the prevention of
STD transmission.

Some of the analysis of these behavior studies [10, 22, 40] has implied that the
reported behavior changes combined with observed reduction in incidence of rectal
gonorrhea, HIV infection, and AIDS have been large enough to reduce the rate of
transmission of HIV and possibly reduce the rate of HIV transmission below the
epidemic threshold. Similar studies have been useful in understanding STD epidemics
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(see, e.g., [2, 26, 29, 30, 34, 37, 38]) and have proved their worth in guiding prevention
programs. However, most of the analysis has been for simple compartmental STD
models, such as those in [13, 14, 39], and the conclusions are based on the aggregate
epidemic threshold conditions. Then, extreme care must be used before applying the
conclusions to guiding policy decisions.

To investigate effects of behavior changes on the transmission dynamics, a com-
mon approach is to use different sets of parameters and simulate the model for the
whole course of the epidemic. Because of the complexity of the transmission dynamics
of STDs and difficulty in the mathematical analysis, the models usually assume that
the dynamics of partnership formation do not change during the simulation.

In order to study the effects of behavior changes on the STD epidemics, the model
must account for the possibly changing dynamics of partnership formation. Although
not all of the complicated social and physiological factors involved in human behaviors
can be fully accounted for, some crucial aspects are essential to understanding the
course of STD epidemics, and they must be modeled. These include behavior changes
and the realization that partnership formations are not random but depend upon age
and the social and economic backgrounds of the individuals. These attributes can
be combined into an aggregate model where partnership formation depends on the
mutual desirability and acceptability of the individuals.

In this article we extend and analyze the socially structured, heterogeneous mix-
ing models first proposed by Koopman et al. [24] to model disease transmission. In
these models the population is divided into subgroups based on risk levels, age, social
behaviors, economic status, ethnic status, and geographic locations. An individual’s
preference in selecting a partner is determined by desirability and acceptability of
individuals in the various groups. We allow the desirability and acceptability of part-
nership formations to depend upon the fraction of infected individuals in the different
groups. That is, people adjust their desirability or acceptability of forming a part-
nership based on the fraction of the infected population in their potential partner’s
group.

A goal of this research is to better understand how models with dynamic part-
nership formation differ from the more traditional models where the number or desir-
ability of partnership formations is constant. By making the partnership formation
infection dependent, we can analyze how sensitive the transmission dynamics of the
epidemic are to changes in sexual behaviors.

We first formulate the new model and then derive epidemic thresholds for the
two-group model and investigate the existence, uniqueness, and local stability of the
endemic equilibrium. The global stability of the infection-free equilibrium and the
endemic equilibrium is fully analyzed for the two-group model. The effects of several
possible behavior changes on the dynamics of the epidemics are finally discussed.

2. Model formulation. The partnership formation is essential in multigroup
STD models. Hyman and Stanley [17, 18] formulated risk-based models and pair-
formation functions based on the assumption that people in certain groups have pri-
ority in choosing their partners. Because the partnership formation must satisfy
balance constraints to ensure that the number of partnerships formed by people in
group A with people in group B in a given period of time must equal the number
of partnerships formed by people in group B with people in group A, complicated
mathematical derivations were imposed. Blythe, Busenberg, Castillo-Chavez, and
their coworkers [3, 4, 5, 7] formulated similar multigroup models, where the mixing
functions or mixing matrices are based on the average activity ci of individuals in
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group i and the average fraction pij of partners in group j of a person in group i.
These formulations lead to complicated integral equations for the mixing functions,
which are mathematically difficult to satisfy in an unbiased manner. In both of these
approaches, artificial or special acceptance functions were employed to enforce the
balance constraints.

This complication can be eliminated using a heterogeneous selective mixing model
where the partnership formations are based on the desirability of sexually active
individuals and the acceptability and availability of their potential partners. Jacquez,
Koopman, Sattenspiel, Simon, and their coworkers developed and analyzed these
models in a series of insightful papers [19, 20, 21, 24, 25, 31, 32, 33]. In these selective
mixing models, the rates of sexual contacts between individuals fall into categories of
discrete population subgroups, and the balance constraints are automatically satisfied.
This feature simplifies the analysis and numerical simulation of the models while still
accounting for the effects of biased mixing.

We extend the selective mixing model to study the effects of behavior changes on
the dynamics of STDs in SIS models, where the population consists of susceptibles
and infectives, and it is assumed that the infectives become susceptible again after
being diagnosed and treated and that no disease-induced mortality occurs. We further
divide the susceptible and infected populations into k groups according to their risk
level, Si and Ii, i = 1, . . . , K, and consider the following simple SIS model:

dSi

dt
= µ(S0

i − Si) − λiSi + γiIi,

dIi

dt
= −(µ + γi)Ii + λiSi,

i = 1, . . . , K,(2.1)

where µ is the natural death rate, γi is the rate of recovery for infected individuals in
group i, λi is the rate of infection, and µS0

i is the rate of recruitment into group i.
The formation of partnerships plays an essential role in determining the func-

tional λi, which is one of the most important factors in modeling STDs. We define
a partnership to be sexual activity between two individuals where the infection can
be transmitted (e.g., sexual intercourse). It depends on the desirability of an active
individual, the acceptability of his or her potential partners, and the availability of
these potential partners. We assume that people in each group behave the same when
selecting a partner but that they have biases between groups. In other words, mixing
within each group is assumed to be homogeneous, but there is heterogeneous mixing
among the groups.

Let qij be the preference of individuals in group i to have a partner from group
j; that is, qij is the fraction of people in group j with whom an individual in group
i desires forming a partnership. Thus qij describes the desirability of individuals in
group i to have a partner from group j. It is also the acceptability of people in group
j to people in group i.

Under the condition that enough potential partners are available, the probability
pij that a partnership forms between individuals from group i and group j, or the
mutually acceptable rate for partnership formation (see [24]), is

pij := qijqji.

Define ci to be the number of social contacts per unit time for a person in group i.
The probability that a contact is with a person from group j is cjNj/

∑
k ckNk, where



BEHAVIOR CHANGES IN STD MODELS 1085

Nk = Sk +Ik. This also characterizes the availability of sexual contacts with partners
in group j. Hence, the probability of a partnership forming between individuals from
group i and group j is pij(cjNj/

∑
k ckNk).

We define βij to be the probability of disease transmission per contact between
an infected partner in group j and a susceptible individual in group i. Under these
assumptions, the infection rate of people in group i is

λi = ci

K∑
j=1

pijβij
cjIj∑

k

ckNk
,

where we assume that Ij

Nj
is the probability that a random contact from group j is

with an infected individual.
A major advantage of the selective mixing model is that the balance constraints

are automatically satisfied because if we let the number of contacts per unit time of
people in group i with people in group j be Tij , then it follows from

Tij = pij
cjNj∑

k

ckNk
ciNi = pji

ciNi∑
k

ckNk
cjNj = Tji

that the balance constraint is always satisfied.
Using the advantages of the selective mixing model, we further assume that the

desirability and acceptability depend on the fractions of infected individuals in the
populations. This assumption characterizes possible behavior changes of sexually
active individuals. More specifically, we assume that the desirability of people in
group i having a partner in group j or the acceptability of people in group j to
people in group i, qij , is a decreasing function of the fraction of infected individuals
in group j. Then, the mutually acceptable rates for partnership formation can be
expressed as

pij = pji = qij

(
Ij

Nj

)
qji

(
Ii

Ni

)
,

and the infection rates are

λi = ci

K∑
j=1

βijqij

(
Ij

Nj

)
qji

(
Ii

Ni

)
cjIj∑

k

ckNk
.

3. Epidemic thresholds. The threshold conditions for an STD model [8, 11,
12, 21, 35] specifies when the disease will spread if a small number of infected indi-
viduals are introduced into a susceptible population. The threshold conditions can be
characterized by the reproductive number R0, which is determined by the stability of
the 2K dimensional infection-free equilibrium with components (Ni, Ii) = (S0

i , 0). In
this section we define a reproductive number such that if R0 < 1, the infection-free
equilibrium is locally stable, and the epidemic dies out if a small number of infected
individuals are introduced. If R0 > 1, the infection-free equilibrium is unstable, and
the disease spreads into the population.

System (2.1) is equivalent to
dNi

dt
= µS0

i − µNi,

dIi

dt
= −(µ + γi)Ii + λi(Ni − Ii).

(3.1)
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Since limt→∞ Ni = S0
i , the limiting system of (3.1) is

dIi

dt
= − (µ + γi) Ii + λi

(
S0

i − Ii

)
,(3.2)

where

λi =
ci

N0

K∑
j=1

qij

(
Ij

S0
j

)
qji

(
Ii

S0
i

)
βijcjIj

with N0 :=
∑K

j=1 cjS
0
j .

The dynamics of (3.1) are qualitatively the same as (3.2) [9, 36], and the stability
of the infection-free equilibrium can be determined by the stability of the zero solution
of (3.2).

Model (2.1) has been analyzed when there are no infection-dependent behavior
changes [16, 21, 35]. The introduction of infection-dependent partnership functions
considerably complicates the analysis. In this initial investigation, in order to keep
the analysis tractable, we restrict our mathematical analysis to the two-group case.
After deriving an explicit formula for the reproductive number, we then investigate
the endemic equilibrium and explore the global dynamics of the transmission process.

We denote

q2
ii

(
Ii/S0

i

)
:= wi (Ii) , i = 1, 2,

q12
(
I2/S0

2
)

:= g (I2) ,

q21
(
I1/S0

1
)

:= h (I1) ,

(3.3)

where wi, g, and h are continuously differentiable and decreasing positive functions
with

wi, g, h : R → R+.(3.4)

Then the rates of infection are

λ1 =
c1

N0 (β11c1w1 (I1) I1 + β12c2h (I1) g (I2) I2) ,

λ2 =
c2

N0 (β21c1h (I1) g (I2) I1 + β22c2w2 (I2) I2) .
(3.5)

The Jacobian matrix of (3.2) at the zero solution has the form of

J0 :=

 −µ − γ1 +
β11p11S

0
1c2

1

c1S0
1 + c2S0

2

β12p12S
0
1c1c2

c1S0
1 + c2S0

2

β21p21S
0
2c1c2

c1S0
1 + c2S0

2
−µ − γ2 +

β22p22S
0
2c2

2

c1S0
1 + c2S0

2

 .

We simplify the notation by defining δi := µ + γi and aij := βijpijS0
i cicj

N0 . Then

J0 =
( −δ1 + a11 a12

a21 −δ2 + a22

)
.(3.6)

The larger eigenvalue of J0,

ρ∗ :=
1
2

(
− (δ1 − a11 + δ2 − a22) +

√
((δ1 − a11) − (δ2 − a22))

2 + 4a12a21

)
,

is real. If ρ∗ < 0, the zero solution of (3.2) is stable, and if ρ∗ > 0, it is unstable.
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These conditions can be combined to define the reproductive number as

R0 =
1

(2µ + γ1 + γ2)N0

(
α11 + α22 +

√
(γ1 − γ2 + α22 − α11)

2 + 4α12α21

)
,(3.7)

where

α11 = S0
1c2

1β11w1(0), α12 = S0
1c1c2β12h(0)g(0),

α21 = S0
2c1c2β21h(0)g(0), α22 = S0

2c2
2β22w2(0).

Hence, if R0 < 1, the epidemic dies out, and if R0 > 1, the epidemic spreads in
the population.

4. Endemic equilibrium and local stability. In this section, we first show
that when R0 > 0, there are no boundary equilibria (I1 > 0, I2 = 0) and (I1 = 0, I2 >
0).

At an equilibrium, the components Ii satisfy the equations

c1
(
S0

1 − I1
)
(β11c1w1(I1)I1 + β12c2h(I1)g(I2)I2) = (µ + γ1) N0I1,(4.1)

c2
(
S0

2 − I2
)
(β21c1h(I1)g(I2)I1 + β22c2w2(I2)I2) = (µ + γ2) N0I2.(4.2)

If I1 = 0, it follows from (4.1) that

c1S
0
1β12c2h(I1)g(I2)I2 = 0,

which implies I2 = 0. A similar argument for I2 = 0 verifies that then I1 must be
zero. Thus there are no boundary equilibria.

To explore the existence of a positive endemic equilibrium, we define

F1(I1, I2) := c1
(
S0

1 − I1
)
(β11c1w1(I1)I1 + β12c2h(I1)g(I2)I2) − (µ + γ1) N0I1

for 0 ≤ I1 < S0
1 and

F2(I1, I2) := c
(
S0

2 − I2
)
(β21c1h(I1)g(I2)I1 + β22c2w2(I2)I2) − (µ + γ2) N0I2

for 0 ≤ I2 < S0
2 . Then the endemic equilibrium is the positive solution of the system

of nonlinear equations F1(I1, I2) = 0 = F2(I1, I2).
We first prove a uniqueness lemma for the equilibrium.
LEMMA 4.1. The curve F1(I1, I2) = 0 or F2(I1, I2) = 0 intersects only the ray

I2 = kI1, I1 > 0, at most once for any positive real number k > 0.
Proof. We give only the proof for F1(I1, I2) = 0. A similar proof holds for

F2(I1, I2) = 0.
Any intersection of F1(I1, I2) = 0 and I2 = kI1 must satisfy

F1(I1, kI1) = c1
(
S0

1 − I1
)
(β11c1w1(I1)I1 + kβ12c2h(I1)g(kI1)I1)−(µ + γ1) N0I1 = 0.

Let

G(I1) := c1
(
S0

1 − I1
)
(β11c1w1(I1) + kβ12c2h(I1)g(kI1)) − (µ + γ1) N0.

Because

G′(I1) = − c1 (β11c1w1(I1) + kβ12c2h(I1)g(kI1))

+ c1
(
S0

1 − I1
)
(β11c1w

′
1(I1) + kβ12c2 (h′(I1)g(kI1) + kh(I1)g′(kI1))) ,
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it follows from the assumption w′
i(I1) < 0, h′(I1) < 0, and g′(I2) < 0 that G′(I1) < 0

for 0 ≤ I1 < S0
1 . The conclusion of Lemma 4.1 then immediately follows.

Using Lemma 4.1, we next prove an existence theorem for the endemic equilib-
rium.

THEOREM 4.1. If the reproductive number R0 < 1, there is no positive endemic
equilibrium. That is, the infection-free equilibrium is the only equilibrium. If R0 > 1,
there exists a unique positive endemic equilibrium such that 0 < S∗

i < S0
i and 0 <

I∗
i < S0

i .
Proof. Consider the curve F1(I1, I2) = 0. If I1 = 0, then it follows from F1(0, I2) =

c1c2β12S
0
1h(0)g(I2)I2 = 0 that I2 = 0. That is, that the curve F1(I1, I2) = 0 crosses

the I2-axis only at the origin. On the other hand,

0 = lim
I1→S0−

1

F1(I1, I2)

=

(
lim

I1→S0−
1

c1
(
S0

1 − I1
))

β12c2h(S0
1)

(
lim

I1→S0−
1

g(I2)I2

)
− (µ + γ1) N0S0

1 .

This implies that along the curve F1(I1, I2) = 0, as I1 approaches S0
1 , I2 approaches

+∞ from the left. Similarly, we can show that the curve F2(I1, I2) = 0 crosses the
I1-axis only at the origin and that I1 goes to infinity, as I2 → S0

2
−, along the curve

F2(I1, I2) = 0. That is, the level curves Fi(I1, I2) = 0 both pass through the origin
and go to infinity vertically and horizontally as Ii → S0

i
−, respectively.

Assume R0 < 1. Then the infection-free equilibrium is stable, which implies that
the two diagonal elements of the Jacobian matrix at the infection-free equilibrium
must be negative, and the determinant of the Jacobian must be positive. Then

βiiwi(0)
S0

i c2
i

N0 − (µ + γi) < 0, i = 1, 2,(4.3)

and(
β11w1(0)

S0
1c2

1

N0 − (µ + γ1)
)(

β22w2(0)
S0

2c2
2

N0 − (µ + γ2)
)

> β12β21h
2(0)g2(0)

S0
1S0

2c2
1c

2
2

(N0)2
;

that is,

c2
1S

0
1β11w1(0) − (µ + γ1) N0

c2
1S

0
1β12h(0)g(0)

c2
2S

0
2β22w2(0) − (µ + γ2) N0

c2
2S

0
2β21h(0)g(0)

> 1.(4.4)

A simple calculation leads to

dI2

dI1

∣∣∣∣
F1(0,0)=0

= −c2
1S

0
1β11w1(0) − (µ + γ1)N0

c2
1S

0
1β12h(0)g(0)

,

dI1

dI2

∣∣∣∣
F2(0,0)=0

= −c2
2S

0
2β22w2(0) − (µ + γ2)N0

c2
2S

0
2β21h(0)g(0)

.

Hence, it follows from (4.3) and (4.4) that both slopes of Fi = 0 are positive at the
origin and that

dI2

dI1

∣∣∣∣
F1(0,0)=0

>
dI2

dI1

∣∣∣∣
F2(0,0)=0

=
1

dI1

dI2

∣∣∣∣
F2(0,0)=0

,
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which implies that the slope of the curve F1 = 0 is greater than the slope of F2 = 0
at (0, 0), or the curve F1 = 0 is above the curve F2 = 0 as (I1, I2) is near zero.

Suppose that there is an endemic equilibrium in this case; that is, there is an
intersection between these two curves in the positive quadrant of the I1-I2 plane, say,
(Ĩ1, Ĩ2). Then the origin, portions of these two curves, and the point (Ĩ1, Ĩ2) form a
closed loop, and a ray from the origin in the positive quadrant intersects either the
curve F1 = 0 or F2 on this closed loop. However, because Fi = 0 goes to infinity
vertically or horizontally, as the ray goes further, it must cross the curve again, which
contradicts the conclusion of Lemma 4.1. Hence, the endemic equilibrium does not
exist if R0 < 1.

If R0 > 1, then the diagonal elements of the Jacobian matrix at the infection-free
equilibrium can be both negative, one of them negative and the other positive, or
both positive. If at least one of them is positive, then the corresponding curve goes to
the third quadrant or the fourth quadrant, and the conclusion immediately follows.
If both are negative as in (4.3), because R0 > 1, the slope of the curve F1 = 0 is less
than the slope of F2 = 0 at (0, 0), or the curve F1 = 0 is below the curve F2 = 0 as
(I1, I2) near zero. Because, again, the curve F1 = 0 goes to infinity vertically, and
the curve F2 = 0 goes to infinity horizontally, there must exist at least one endemic
equilibrium. Furthermore, it is unique. Indeed, if there exist two endemic equilibria,
these two equilibria and the portions from the curves Fi = 0 form a closed loop. Using
the same argument as in the case R0 < 1, there exists a ray from the origin in the
positive quadrant crossing one of the two curves Fi = 0 in this closed loop, and as
the ray goes further, it intersects the curve again, which contradicts the conclusion of
Lemma 4.1. Therefore, there exists one and only one endemic equilibrium.

The local stability of the positive endemic equilibrium is obtained as follows.
THEOREM 4.2. If R0 > 1, the unique positive endemic equilibrium is locally

stable.
Proof. The Jacobian matrix of (3.2) at the unique positive endemic equilibrium

(I∗
1 , I∗

2 ) is

J∗ :=


− (µ + γ1 + λ1) +

(
S0

1 − I∗
1
) ∂λ1

∂I∗
1

(
S0

1 − I∗
1
) ∂λ1

∂I∗
2(

S0
2 − I∗

2
) ∂λ2

∂I∗
1

− (µ + γ2 + λ2) +
(
S0

2 − I∗
2
) ∂λ2

∂I∗
2

 ,

where λi are evaluated at (I∗
1 , I∗

2 ).
Because (I∗

1 , I∗
2 ) is an endemic equilibrium,

(µ + γi + λi) I∗
i = λiS

0
i ;

that is,

µ + γi + λi = λi
S0

i

I∗
i

.

Denote the elements of J∗ by Jij and write ξij := βijcj . Then

J11 =
c1

N0I∗
1

(
−S0

1ξ12hgI∗
2 +

(
S0

1 − I∗
1
) (

ξ11w
′
1I

∗
1

2 + ξ12h
′gI∗

1 I∗
2

)
− I∗

1
2ξ11w1

)
,

J22 =
c2

N0I∗
2

(
−S0

2ξ21hgI∗
1 +

(
S0

2 − I∗
2
) (

ξ21hg′I∗
1 I∗

2 + ξ22w
′
2I

∗
2

2
)

− I∗
2

2ξ22w2

)
,
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J12 =
c1

N0I∗
2

(
S0

1 − I∗
1
) (

ξ12hgI∗
2 + ξ12hg′I∗

2
2
)

,

J21 =
c2

N0I∗
1

(
S0

2 − I∗
2
) (

ξ21hgI∗
1 + ξ21h

′gI∗
1

2
)

,

where wi, h, g, w′
i, h′, and g′ are evaluated at (I∗

1 , I∗
2 ).

Note that every term in J11 and J22 is negative. Hence, the trace of J∗ is negative
and then the stability of J∗ is determined by the determinant of J∗, det J∗. Now we
show detJ∗ > 0 briefly. Because each term in Jii is negative, we need to find terms
in J11J22 to cancel the positive terms in J12J21.

After factoring out c1/(N0I∗
1 ) and c2/(N0I∗

2 ), the only positive terms in
J12J21 are(
S0

1 − I∗
1
) (

S0
2 − I∗

2
)
ξ12ξ21 (hg)2 I∗

1 I∗
2 and

(
S0

1 − I∗
1
) (

S0
2 − I∗

2
)
ξ12ξ21hgh′g′I∗

1
2I∗

2
2.

The second term is eliminated by the same term in J11J22. We rewrite the first
term as

S0
1S0

2ξ12ξ21 (hg)2 I∗
1 I∗

2 − (S0
1I∗

2 + I∗
1
(
S0

2 − I∗
2
))

ξ12ξ21 (hg)2 I∗
1 I∗

2 .

This term can now be eliminated by a similar term in J11J22. Because the remaining
terms are all negative, detJ∗ > 0, and hence the positive endemic equilibrium is
locally stable.

5. Global stability. The local stability of the infection-free equilibrium deter-
mines the epidemic threshold conditions and determines if a small initial infection
spreads. If the endemic equilibrium is stable, then an initial distribution close to the
endemic equilibrium will eventually approach the endemic equilibrium. The next step
is to determine if the equilibria are globally stable. We first prove that solutions of
(3.2) with positive initial values remain positive and bounded.

LEMMA 5.1. Define the set D as D :=
{
(I1, I2) ∈ R2, 0 ≤ I1 ≤ S0

1 , 0 ≤ I2 ≤ S0
2
}
.

Then D is a global attractor for all orbits with positive initial data, and hence the pos-
itive quadrant is forward invariant under the flow defined by (3.2).

Proof. Notice that λi > 0 for all Ii ≥ 0, i = 1, 2, and I1I2 6= 0. Then dIi/dt < 0
if Ii ≥ S0

i . Hence D is a global attractor in the positive quadrant. On the boundary
Ii = 0, 0 < Ij < S0

j , j 6= i, dIi/dt = λiS
0
i > 0, and on the boundary Ii = S0

i ,
0 < Ij < S0

j , j 6= i, dIi/dt = −(µ + γi + λi)Ii < 0. Hence, no orbit in D can ever
leave D.

Next we use the Bendixson–Dulac principle [6, 23] to exclude the possibility of
the existence of limit cycles or closed-phase polygons in region D.

LEMMA 5.2. The plan autonomous system (3.2) can have no limit cycles or closed-
phase polygons in region D.

Proof. Denote the right-hand sides of (3.2) as P and Q, respectively, and multiply
them by 1/I1I2. Then

∂

∂I1

(
P

I1I2

)
=

c1

N0

{
−
(

c1β11
w1(I1)

I2
+ c2β12

h(I1)
I1

g(I2)
)

+
(
S0

1 − I1
)(

c1β11
w′

1(I1)
I2

+ c2
d

dI1

(
h(I1)

I1

)
g(I2)

)}
,
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∂

∂I2

(
Q

I1I2

)
=

c2

N0

{
−
(

c1β21h(I1)
g(I2)
I2

+ c2β22
w2(I2)

I1

)

+
(
S0

2 − I2
)(

c1β21h(I1)
d

dI2

(
g(I2)
I2

)
+ c2β22

w′(I2)
I1

)}
.

Notice that w′
i(Ii) < 0, i = 1, 2, h′(I1) < 0, g′(I2) < 0, so that

d

dI1

(
h(I1)

I1

)
=

h′(I1)I1 − h(I1)
I2
1

< 0,

d

dI2

(
g(I2)
I2

)
=

g′(I2)I2 − g(I2)
I2
2

< 0.

The divergence

∂

∂I1

(
P

I1I2

)
+

∂

∂I2

(
Q

I1I2

)
< 0

along the flow of (3.2) in the interior of region D. Hence, by the Bendixson–Dulac
principle there is no limit cycle nor closed-phase polygon in D.

Based on Lemma 5.1 and Lemma 5.2, we have the following theorem.
THEOREM 5.1. If R0 < 1, the infection-free equilibrium is a global attractor in

the positive quadrant. If R0 > 1, the endemic equilibrium is a global attractor in
the positive quadrant. That is, for any solution (I1(t), I2(t)) of (3.2) with (I1(0) >
0, I2(0) > 0)

R0 < 1 =⇒ lim
t→∞(I1(t), I2(t)) = (0, 0),

R0 > 1 =⇒ lim
t→∞(I1(t), I2(t)) = (I∗

1 , I∗
2 ),

where (I∗
1 , I∗

2 ) is the unique positive endemic equilibrium.
Proof. When R0 < 1, it follows from Theorem 4.1 that the infection-free equilib-

rium is the only equilibrium in the positive quadrant. By Lemma 5.1, orbits starting
in the positive quadrant approach and remain in D for all t ≥ 0. By Lemma 5.2,
there are no limit cycles or closed-phase polygons in D. Then, since the infection-free
equilibrium is locally asymptotically stable, it follows from the Poincaré–Bendixson
theorem that the ω-limit set Ω must consist solely of this point, which leads to the
global stability of the infection-free equilibrium.

Arguing exactly as above, if R0 > 1, because the infection-free equilibrium is
unstable and the positive endemic equilibrium is unique, Ω must consist solely of the
positive endemic equilibrium, which shows that the positive endemic equilibrium is
globally stable.

6. Discussion. The reproductive number and endemic equilibrium can be used
to characterize the effects of behavior changes. For example, we can investigate how
behavior changes will affect the endemic equilibrium, in particular, how much behavior
change would be needed to reduce the reproductive number below the threshold?
When the reproductive number is greater than one, it follows from Theorem 5.1 that
the positive endemic equilibrium is globally stable. Then no matter how dramatic the
changes people make in the selection of their partners as the epidemic spreads, it is
not possible to reduce the epidemic below the threshold. That is, a simple switch of
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partners between groups or a temporary decrease in the number of partners (wi, h,
and g become smaller as the fraction of infected population is higher), as the epidemic
spreads, cannot eradicate the epidemic under the assumption (3.4) (wi, h, and g are
always positive).

Our analysis for the infection-dependent desirability and acceptability can be also
applied to the infection-dependent transmission probability, βij . That is, if we assume
that βij = βij (Ij/Nj) : R → R+, are continuously differentiable and decreasing
positive functions to characterize behavior changes (such as increased use of condoms
as people use information about the infection level to lower their risk of infection
from partners in highly infected populations), the general conclusions are the same
as for infection-dependent desirability and acceptability functions. Hence, as long as
the active individuals keep sexual contacts in any circumstances, once the epidemic
threshold has been exceeded, any use of “safe sex” will not eradicate the epidemic.

The only behavior changes that can affect the threshold conditions are those that
take place near the infection-free equilibrium. The reproductive number given in (3.7)
combines all the demographic and epidemiological parameters and the desirability
and acceptability functions evaluated at zero. It is determined by the stability of
the infection-free equilibrium where all components Ii = 0; this is the situation where
none or only a few individuals are infected. From the assumption (3.4), the desirability
and acceptability functions are always positive; that is, there are always partnership
formations between and within groups. Then, the situation with no individual or a
few of individuals infected is the “best situation” in the whole course of the epidemic.
Therefore, in order to reduce the infection below the epidemic threshold, people have
to make essential behavior changes at or near this “best situation.” In other words,
people need to reduce their social contacts, ci, to use “safe sex” to lower the rate
of transmission per sexual contact or to keep partnership formations sufficiently low
even though there are only a small number of infected individuals in the population.

Our analysis can be used to gain insight into the effects of behavior changes on
the dynamics of disease transmission and can be used to provide guidance to sexually
active individuals. However, it is unrealistic to expect a dramatic change in the
sexually active population, which is partly characterized by wi(0), h(0), and g(0). In
order to provide more significant and more realistic education campaigns, we may
advise those people to consider temporarily stopping their partnership formations
when the infection becomes severe. This can be modeled by modifying assumption
(3.4). Instead of assuming that the desirability and acceptability functions are always
positive, we may allow them to be zero when the infection level is above a critical
value.

We have also extended this model so that the social contact rates are density
dependent and decrease as the fraction of the population infected with the disease
increases. The analysis of this and other modified feedback models will help us gain
insight into the effect that dynamic behavior changes can have on the course of epi-
demics.
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